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**Abstract**

Here we present an approach to functional validation of microprocessor units that is based on contract specifications. Such specifications describe behavior of a unit in the form of preconditions and postconditions of microoperations. Our experience shows that contract specifications are very suitable for testbench automation, since, first, they allow to represent functional requirements on a unit in a comprehensible declarative form, and second, they make it possible to automatically construct test cases, which check unit correctness.

The approach is supported by the ITESK test development tool from the UnitESK toolkit [2, 3]. We have successfully applied our approach to several units of the industrial MP904-compatible microprocessor. The approach has demonstrated the effectiveness of testbench development with the aid of contract specifications. We have found a number of bugs in the implementation of the microprocessor that had not been discovered earlier at the chip level; there are some critical bugs among them.

**Introduction**

Microprocessors play an important role in present-day life. They underlie all digital computer systems including safety-critical ones, such as airplanes control systems, medical systems of life support, etc. The most commonly used way to ensure functional correctness of a microprocessor is a simulation-based validation of its register-transfer-level (RTL) model. The main task of functional validation is to check correctness between design under test behavior and functional requirements.

To have the ability to do it automatically requirements should be represented in machine-readable form. Such form of requirements representation is usually called formal specifications or specifications for short.

In this work we consider specifications of a specific form, so-called contract specifications. The central metaphor of the approach is borrowed from business. Components of a system interact with one another based on mutual obligations and benefits. If a component provides the environment with some functionality, it may impose a precondition on its use, which determines an obligation for the environment and a benefit for it. The component also guarantees execution of a certain action with the help of a postcondition, which determines an obligation for it and a benefit for the environment.

**Specification of Requirements**

For each microoperation a postcondition describing requirements is associated with the cycle at the end of which it should be fulfilled. Thus, contract of the operation consisting of m microoperations is formalized by the structure:

\[
\text{Contract} = (\pre(A_1), \post(A_1)) \wedge (\pre(A_2), \post(A_2)) \wedge \ldots \wedge (\pre(A_m), \post(A_m))
\]

where \(\pre\) is the precondition of the operation, \(\post\) is the postcondition of the \(i^{th}\) microoperation, and \(n\) is the number of the cycle when the \(i^{th}\) microoperation is executed.

For the purpose of clearness hereinafter we consider such operations, that their microoperations are executed sequentially, i.e., \(n=1, \ldots, m\). This assumption does not restrict the generality. In this case contract of the operation consisting of \(n\) microoperations is given by the formula:

\[
\text{Contract} = (\pre(A_1), \post(A_1)) \wedge \ldots \wedge (\pre(A_n), \post(A_n))
\]

In general case there are data dependencies between operations; execution of an operation is suspended until all necessary data is prepared and all required resources are deactivated by previous operations. Requirements on such operations are specified with the help of the following contracts:

\[
\text{Contract} = (\pre(A_1), \post(A_1)) \wedge \ldots \wedge (\pre(B_1), \post(B_1))
\]

where \(\pre\) is the precondition of operation, \(\post\) is the interlock condition of the \(i^{th}\) microoperation, and \(\post\) is the postcondition of the \(i^{th}\) microoperation.

**Validation of Requirements**

Suppose that at some moment of time the unit under test performs m operations \(X_1, \ldots, X_m\) (without interlocks for clarity) that have been supplied for execution in the \(1, \ldots, m\) cycles earlier, respectively. Let, at the moments when the operations were supplied, their preconditions had been fulfilled. Then, to validate correctness of the unit implementation at the given moment of time it is required to check satisfiability of the predicate called test oracle:

\[
\text{Oracle}(X_1, \ldots, X_m) \equiv \pre(X_1) \wedge \ldots \wedge \pre(X_m) \wedge \post(X_1) \wedge \ldots \wedge \post(X_m)
\]

Test oracle organization for pipelined operations is illustrated in the figure. In the first cycle operation A is started. Then, one cycle later operation B is supplied for execution. At the end of the second cycle both postcondition of microoperation \(A_0\) and postcondition of microoperation \(B_1\) should be fulfilled.

To validate such requirements testbench should keep track which microoperations are finished and check corresponding postconditions. Special mechanism that in each cycle of simulation calculates a set of postconditions to be checked is called temporal composition of contracts [4, 5].

**Experience**

The first unit that we have specified and validated is the translation lookaside buffer (TLB). We have found nine bugs including very critical ones. Most of the bugs (67%) are high-quality bugs in pipeline organization. We have also validated the floating-point unit (FPU) of the microprocessor. In this project we have discovered one critical bug in the SQRT D operation (square root for normalized double-precision numbers). The other unit that we have applied our approach to is the arithmetic logic unit (ALU) of the microprocessor. In that case we have not found bugs in the unit implementation.

Now we are developing specifications and tests for the L2 cache of the microprocessor. It is a direct-mapped 256 KB cache that consists of sixteen 16 KB blocks; access to each block can be done independently. The microprocessor supports direct memory access to the L2 memory via load/store instructions.
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